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The development of the basic notions of electron microscope imaging and of contrast transfer theory are described. The 
effects of finite source size and chromatic instabilities (defocus fluctuations) can be represented by envelope functions which 
attenuate the oscillating contrast transfer function and which have significant effects on resolution. Beam-tilt effects are 
described. It is shown that there is a close relationship between holography and the contrast transfer representation of the 
imaging of weak-phase objects. This is a personal account which attempts to give an extremely condensed review of the 
development of the subject with particular emphasis on the last twenty-five years or so, and on matters of interest in 
biological macromolecular structure investigations. 

1. Preamble  

In a certain sense one could say that the 
electron microscope is a Franco-German inven- 
tion since, when H. Busch showed in 1926 that 
axially symmetric electrostatic or magnetic fields 
could focus electron beams, L. de Broglie (1924) 
had already put forward the hypothesis that mat- 
ter as well as light might exhibit both wave and 
corpuscular aspects. It followed that the wave- 
length A should be related to the momentum p 
according to: 

A = h / p ,  (1) 

where h is Planck's constant. These speculations 
were confirmed by electron diffraction experi- 
ments by Davisson and Germer  in 1927 and inde- 
pendently in 1928 by G.P. Thomson, son of J.J. 
Thomson who had discovered the electron in 
1897. Construction of the first electron micro- 
scope began in the early 1930s. E. Ruska, initially 
working in collaboration with M. Knoll, built this 
first instrument which was capable of a magnifi- 
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cation of 12000 using two magnetic lenses. For 
anyone interested in the ins and outs of this 
period a delightful article by Gabor  [1] can be 
warmly recommended,  as can articles by Cosslett 
[2] and Ruska [3]. 

Using the relationship between the electron 
wavelength and momentum we can find an ap- 
proximate expression for the wavelength as a 
function of the accelerating voltage V: 

A = 1 2 V  t/2; (2) 
o 

this gives A = 0.037 A, for V =  100 keV and A- 
0.018 A, for V=  400 keV. The expression is accu- 
rate to within a few percent in this voltage range; 
for instance, the relativistically corrected value at 
400 keV is A = 0.0164 A. These wavelengths are 
five orders of magnitude smaller than for visible 
light. The diffraction-limited resolution will be of 
the order of: 

d = A/(s in  c~) > A, (3) 

where 2 a  is the angular aperture of the objective 
lens. The atomic scattering factors for high-en- 
ergy electrons are strongly peaked in the forward 
direction. Consequently, it is possible in theory to 
resolve distances smaller than the interplanar 
spacings in crystalline solids without needing to 
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use the full angular aperture of the objective lens. 
This turns out to be very important since electron 
lenses have large aberrations. To set the scalc of 
the spacings involved, the interatomic distances 

o 
in crystalline gold are 2.88 A, and in the case of 
organic material the carbon-to-carbon single co- 
valent bond length is 1.54 A. 

Of  course the early instruments had resolution 
limits which were far from approaching atomic 
resolution. They suffered from many technical 
problems including electrical and mechanical in- 
stabilities and thc lack of astigmatism correction. 
Fundamental contributions to an improved un- 
derstanding of image formation in the electron 
microscope were made by Scherzer, who had 
alrcady shown in 1936 that under the usual ()per- 
ating conditions all rotationally symmetric elec- 
tron lenses have a convergent effect on the elec- 
tron beam [4]. Consequently it is not possible to 
correct third-order aberrations, and in particular 
spherical aberration. In the presence of spherical 
aberration the resolution limit (d) is given in 
terms of geometrical optics by the diameter  of 
the disc of least confusion which is produced 
because rays passing at larger angles through thc 
objective lens are focused closer to the lens than 
are paraxial rays: 

• ~ 1/4 
e t = ( ( ~ k )  . (4) 

For I00 kcV electrons and for a value of the 
spherical aberration coefficient Q - 1  mm, the 
resolution predicted by this expression is et = 5 
(only a few commercial instruments improve on 
the above value of Q) .  Note that the spacings 
which can be resolvcd a r c t w o  orders of magni- 
tude bigger than the electron wavelength. At the 
present time the best electron microscopes have a 
point-to-point resolution below 2 ,~,. Thc expres- 
sion above shows that thc resolution dcpcnds on 
the term C~ ~/4 and conscqucntly bcyond a certain 
limit of electron lens design it becomes practically 
impossible to improve the microscope perfk)r- 
mance by reducing the spherical-aberration term. 
Since the resolution also depends on A3/4 the 
present generation of high-resolution electron 
microscopes use accelerating voltages of 300 or 
400 keV. 

It is interesting to note that the work of 
Scherzer mentioned above led Gabor,  searching 
for a way around the limit imposed by spherical 
aberration, to publish in 1948 an article entitled 
"A New Microscopic Principle" [5]. He proposed 
a two-stage imaging process using coherent 
monochromatic illumination. The first stage in- 
volves making a photographic record of the inter- 
ference pattern between a strong coherent back- 
ground wave and the scattered wave from the 
object. The second step is to replace the devcl- 
oped photographic plate in the position it occu- 
pied during recording. An observer, looking up- 
stream through the plate illuminated by the samc 
coherent background wave, will see an image of 
the object in its original position. Gabor 's  propo- 
sition was to carry out the first stage using elec- 
trons and the second stage using light. Unfortu- 
nately, it turns out that the rcconstruction step 
also generates an out-of-focus twin image super- 
posed on the in-focus image. The major problem 
with the method as proposed by Gabor  is to 
remove this twin image. The application of the 
method to electron microscopy was at tempted 
around 195(I by Hainc and Mulvey [6] but this 
work was unsuccessful, due to major technical 
problems unsurmountablc at that time. A modi- 
fied version of thc method using an inclincd 
reference beam appeared in light optics when a 
coherent and intense light source, thc laser, be- 
came available. This time the modified method, 
holography, was a considerab[c success [7]. At the 
present timc this oif-axis holographic technique is 
being applied in electron imaging with encourag- 
ing results by several groups [8 10]. 

2. Interaction between the electron beam and the 
sample 

Thc scattering of a high-energy electron beam 
by a thin sample is strongly peaked in the forward 
direction because the electron wavelength is small 
compared to atomic dimensions. Note that this is 
not the case for X-ray and neutron scattering 
where typical wavelengths are 1.54 ,~ for X-rays 
(Cu Kc~ radiation) and 1.3 A for thermal neutrons 
(7" 373 K). Thc wave transmission function r at 
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the exit surface of a thin specimen can be written 
[111: 

~-(r, z ) = %  exp[-iTrafdz' U(r,  z ' ) ] ,  (5) 

where the z axis is taken perpendicular to the 
specimen plane, r lies in the plane, the effective 
potential is U(r, z ) =  2mV(r ,  z ) / h  2, V(r, z) is 
the inner potential of the specimen, % = ~-(r, 0) 
is the incoming wavefunction at the upper sur- 
face, z = 0, of the specimen. The argument of the 
exponential term represents the projection of the 
sample potential along the incident beam direc- 
tion. It is convenient to set: 

tering, multiple scattering, residual phase con- 
trast due to C~, and the essentially complex na- 
ture of elastic scattering amplitudes for electrons 
[12,13]. There are various phenomcnological ways 
of taking account of the existence of an ampli- 
tude contrast component,  such as including an 
extra term in the expansion of exp(i4,). These all 
lead to an expression in which the transmission 
function has both a phase (4') and an amplitude 
(u) component: 

~-(r, z)  = %[1 + ioS(r) + u ( r ) ] .  

4,( r) =a f dz' U( r, z'), (6) 3. Contrast transfer theory 

where 4', the phase shift of the wave function at 
the exit surface of the specimen, depends on both 
the object thickness and the inner potential. When 
4' << 1 the transmission function r = % exp(i4') 
can be approximated by: 

~-(r, z)  = %[1 + i & ( r ) ] .  (7) 

In this weak-phase-object approximation only a 
small component  & of the electron wave is scat- 
tered by the specimen. This is the expression 
usually used to describe the interaction of the 
electron beam with thin biological samples. 
The equations above can be inverted allowing 
f d z ' U ( r ,  z'),  the projected potential distribu- 
tion of the sample, to be deduced from 7 (r,  z). 
In the absence of absorption the phase-object 
approximation predicts that an image will hat'e no 
contrast since the intensity r~-*, see eq. (5), is 
constant when % corresponds to an incoming 
plane wave. Contrast can be produced by inter- 
ference between the scattered and the unscat- 
tered waves, and in the electron microscope the 
usual way of generating such contrast is to vary 
the phase of the scattered wave components by 
simply changing the focus of the objective lens. 

The situation described above is highly simpli- 
fied, and even for thin biological samples there 
will usually be a weak residual contrast at zero 
defocus. Many factors contribute to this: scatter- 
ing outside the objective aperture,  inelastic scat- 

3.1. Parallel monochromatic illumination 

The task of contrast transfer theory is to de- 
scribe quantitatively the relationship between the 
wavefunction at the exit surface of the specimen 
and the final image intensity. It turns out that for 
a weak phase object, subject to conditions such as 
isoplanicity which are usually satisfied [14,15], the 
image distortions due to defocus and to spherical 
aberration can be described quantitatively in 
terms of spatial frequencies by a simple expres- 
sion involving a contrast transfer function (CTF). 
This function, which can be directly assessed from 
the optical diffraction pattern of the image of a 
random scattering sample, is particularly well 
adapted to the many Fourier-based image treat- 
ment procedures. For these reasons the image 
quality of electron micrographs is invariably dis- 
cussed in terms of the Fourier space representa- 
tion involving the CTF rather than in terms of the 
alternative convolution relationship which holds 
for the image intensity itself. 

Contrast transfer theory is based on founda- 
tions laid by Scherzer [16] within the framework 
of the Abbe theory in which image formation is 
described as a two-stage process. In brief, the 
theory is developed in the following way: 
(i) calculate the Fourier transform of the object 
wavefunction to obtain the wave amplitude in the 
back focal plane of the objective lens, 



148 R.H. Wade / A bri~J" look at imagin~ and contrast transl~'r 

(ii) multiply this by a phase factor describing the 
wave distortions due to aberrations, 
(iii) inverse Fourier transform to obtain the wave 
amplitude in the image plane, 
(iv) calculate the image intensity from the square 
modulus of this wave amplitude, 
(v) calculate the Fourier transform of this inten- 
sity. 

An excellent introductory article to the basic 
theory is that of Lenz [17] and on the experimen- 
tal side reference must be made, of course, to the 
work of Thon [18]. The theory shows that to a 
good approximation, in the case (ff" paralh'l 
monochromatic illumination, the intensity distri- 
bution in the image of a weak phase object has 
the Fourier transform [(0): 

a) 

sin2rrW(f) 

b) 

Fig. I. (a) D e p e n d e n c e  of the fl~rm of the wave aber ra t ion  
phase 2wlV(l') = ~(  z a l  "2 + ('~A~.1"4/2) on the defocus  z. In 
this express ion posit ive values  of z cor respond  to an objective 
lens underfocus .  For  the Scherzer  defocus  z~=(C'~A) 1 2, the 

wave aber ra t ion  has a s ta t ionary  phase  value of - 7 r /2 .  (b) A! 
the Scherzer  defocus  the width of the first osci l la t ion zone of 

the cont ras t  t ransfer  function,  sin[2,-rW(f)],  ex tends  up to 
f =I .4(( ,A~) ~ 4 giving the Seherzer  resolut ion limit d 

0.7(('sA3) I 4. 

[(0) = 6(0)  + 4;(0) s in [ (2~/3 , )  W(0) ] .  (8) 

This very useful and simple equation shows that 
the angular (or spatial frequency) spectrum (dif- 
fraction amplitude) of the image intensity is that 
of the object itself multiplied by an instrument- 
dependent  term. This term, K ( 0 ) =  sin[(2~-/A) 
× W(0)], is called the contrast transfer function. 
Fourier transforms are indicated by the tilde, 
4](0) is the transform of the specimen and W(O) is 
the wave aberration: 

W ( O )  = - z 0 2 / 2  + C s 0 4 / 4 ,  ( 9 )  

where z represents the objective lens defocus, C~ 
the spherical aberration constant and 0 is the 
scattering angle. The wave aberration W de- 
scribes the distortion of the wavefront in the back 
focal plane relative to the Gaussian image refer- 
ence sphere. This wave distortion can be ex- 
pressed in terms of scattering angle as above or in 
terms of spatial frequency f ,  for which the phase 
distortion due to aberrations is 2 ~ - W ( f ) -  
2w( z A f 2 / 2  + C~A3['4), fig. 1. Due to the small 
value of the electron wavelength, the scattering of 
high-energy electrons is close to the forward di- 
rection. To set the scale, 0 = Af is about 2 ° for a 
spatial frequency f =  (1 A)-~. 

Over limited spatial-frequency ranges, spheri- 
cal aberration can be balanced by an appropriate 
defocus, fig. 1. These regions, in which the phase 
2v-W(f )  due to the wave aberration is stationary 

( d W / d J =  0), play an important r61e in contrast 
transfer theory. For example, the defocus z -  
(QA) ~/2 which sets the stationary phase value to 
- r  r / 2  is called the Scherzer defocus. At this 
defocus object distances down to d = 0.7(C~A3) ~/4 
lie within the first peak of the contrast transfer 
function, fig. l b, and are consequently trans- 
ferred to the image with the same contrast. This 
value of d defines a resolution limit which is 
essentially identical to that predicted by the disc 
of least confusion of geometrical optics. We will 
see below that spatial frequencies in the 
defocus-dependent stationary phase regions arc 
preferentially transferred when the effect of a 
finite source size is considered. 

Eq. (8) shows that, in the case of weakly scat- 
tering samples, the electron-optical aberrations 
do not destroy the linear relationship between 
the image intensity and the projected structure 
of the sample. The spatial frequency content of 
the image differs from that of the sample only 
because of the frequency-dependent contrast re- 
versals due to the oscillating term sin[(2w/A) 
× W(O)] which does not in itself impose a resolu- 
tion limit. 

If the imaging process concerns an object with 
both phase and amplitude components the 
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F o u r i e r  t r ans fo rm of  the  o b j e c t - d e p e n d e n t  par t  
of  the  image  intensi ty  will be  

[(0)  = d~(0) s i n [ ( 2 ~ r / A )  W ( 0 ) ]  

+ riC 0) cos[CZar /A)  W ( O ) ] .  (10) 

Expe r imen ta l  assessments  made  from e lec t ron  
mic rographs  of  pe r iod ic  p ro te in  ar rays  have shown 
that  the  a m p l i t u d e  c o m p o n e n t  can be as high as 
35% in negat ive  stain [19] and is of  the  o r d e r  of  
7% for samples  p rese rved  in v i t reous  ice [20]. 

F rom here  on, sca t te r ing  angles  0 will be re- 
p laced  e i ther  by spat ia l  f requenc ies  f = 0 /A  or  by 
the so-cal led gene ra l i s ed  spat ia l  f requency  and 
defocus.  The  use of  the  la t te r  gives a cons ider -  
able  s impl i f icat ion of  most  express ions  and has 
the  advan tage  of  giving sets of  universal  curves. 
The  gene ra l i s ed  coord ina te s  can be expressed  
relat ive to the Scherzer  values:  

Z = z / z ~  and F = f / f ~ ,  (11)  

where  z~ = (C~A) 1/2 is the Scherzer  defocus,  and  
the co r r e spond ing  spat ia l  f requency  is f ,  = 
(Cs/~3) I /4 

3.2. Contrast transfer and holography 

It  is in te res t ing  to r e m a r k  that  cont ras t  theory  
gives a quant i t a t ive  fo rmula t ion  of  ho lography  
[21]. All  br ight - f ie ld  e lec t ron  mic rographs  of  weak 
sca t te re rs  a re  in fact in-l ine Fresne l  ho lograms  
p r o d u c e d  by in t e r fe rence  be tween  the s t rong un- 
sca t t e red  wave and the wave weakly  sca t t e red  by 
the sample .  The  p r o b l e m  of  cor rec t ing  the con- 
t ras t  reversals  due  to the  C T F  co r r e sponds  to 
removing the twin image  in the  ho lograph ic  re- 
const ruct ion .  A s imple  way of  unde r s t and ing  the 
imaging process  can be seen in the case of  a poin t  
object  i l lumina ted  with a para l l e l  beam as shown 
in fig. 2. A n  intensi ty  d i s t r ibu t ion  H, s imilar  to a 
zone pla te ,  is p r o d u c e d  by in t e r fe rence  be tween  
the spher ica l  wave S sca t t e red  by the poin t  object  
O and the r e fe rence  p lane  wave P. The  recon-  
s t ruct ion s tep  involves i l luminat ing  the ho logram 
(H) by the same,  or  by a similar ,  backg round  
wave. It is well  known that  zone p la tes  p roduce  
mul t ip le  images  and in the  special  case of  a 
s i n e - m o d u l a t e d  zone p la te  ( the ho logram)  two 

_ _ - ° e - _ _  ~ - 

+/ \ \  

a) b) 

Fig. 2. An image of a weakly scattering object is an in-line 
Fresnel hologram. A thin sample can be considered as an 
assembly of point scatterers. (a) For each scatterer a zone- 
plate-like intensity distribution H is produced by interference 
between the spherical wave S scattered by the point object O 
and the reference plane wave P. (b) The reconstruction in- 
volves illuminating H with the same background wave. This 
generates two spherical waves S and S* centred on the twin 
images O and O*. Both images can be seen by looking 
through the hologram from E, and if the eye is focussed on 
one image, the other, which is always exactly superposed, has 
twice the initial defocus. The Fourier transform of the holo- 
gram, not shown, is again a zone-plate-type intensity distribu- 
tion and corresponds to the contrast transfer func- 

tion. 

images,  O and its conjuga te  O* ,  are  p r o d u c e d  on 
e i ther  side of  the ho logram as v iewed from E. 
These  images  are  s e p a r a t e d  along the axis by 
twice the  initial  defocus,  and since they are  
a l igned they are  always superposed .  The  Four i e r  
t ransform of  the ho logram cor re sponds  to the 
cont ras t  t ransfe r  funct ion.  In this view of  the 
imaging process  each a tom within a sample  will 
act as an i n d e p e n d e n t  sca t terer ,  like the  poin t  
object  O. The  final image  intensi ty will then be 
the sum of  the  con t r ibu t ions  of  the individual  
ho lograms  from all the  a toms  in the sample.  

3.3. Taking account of  the angular aperture of  
illum&ation 

In pract ice ,  of  course,  we never  have a per-  
fectly paral le l ,  m o n o c h r o m a t i c  incident  e lec t ron  
beam.  E lec t rons  are  emi t t ed  randomly  from a 
par t  of  the  f i lament  surface within the  gun, and  
form a cross-over  above the anode .  A demagni -  
fled image  of  this cross-over  is usually fo rmed  
above the spec imen  p lane  using the condense r  
lenses.  If  e lec t rons  arr ive r andomly  from this 
"effect ive source"  [22] then  the image  in tensi t ies  
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due to each individual source element must be 
summed to obtain the final image intensity. Tak- 
ing account of the angular distribution of the 

-4 -2 0 2 4 6 8 i0 

4 -2 0 2 4 6 8 i0 

source intensity gives the source-dependent con- 
trast transfer function K~: 

Ks(F ) =E,(Q,,, Z, F) sin[2~- W ( F ) ] ,  (12) 

where F represents the generalised spatial fre- 
quency, and the source-dependent  term Ej, usu- 
ally called the envelope, produces a spatial- 
frequency-dependent attenuation of the contrast 
transfer function K(F), previously obtained for 
parallel illumination. For a Gaussian source in- 
tensity distribution, 

El=exp{--[Tl'QoF(F2-Z)]2}, ( 1 3 )  

where the source size, in generalised units, is 
given by Q0 = angular source size ( C s / A )  I/2. The 
effect of the envelope E~ is shown in the charac- 
teristic curves [23], fig. 3. Note that there is a 
strong preferential transfer of the stationary phase 
regions which occur at the defocus-dependent 
frequencies F = Z I/2. The physical origin of the 
envelope term is to be found in the frequency-de- 
pendent image displacements due to the finite 
range of illumination angles, and it is easy to see 
from the form of the wave aberration surface why 
the stationary phase regions are favourably trans- 
ferred. Historically, the effects of the illumination 
source size were first considered by Frank [24] 
and by Bonhomme et al. [25]. Only the paper  by 
Frank is directly relevant to the envelope func- 
tion representation as described here. It is impor- 
tant to note that, in the presence of both spheri- 
cal aberration and defocus, the envelope function 

Fig. 3. Representation of the so-called contrast transfer char- 
acteristics for the expression E l sin[2~'W(F)], showing the 
effect of the envelope E 1 which takes account of the illumina- 
tion source size. The vertical axis corresponds to generalised 
spatial frequency F = f ( C s A 3 )  W4 and the horizontal axis to 
generalised defocus Z = z(CsA) 1/2 so that a profile along a 
vertical line gives the CTF for the corresponding Z. The 
width of the source Q0, in generalised units, is (a) Qo - 0.05, 
(b) Qo = 0.1, (c) Q0 = {).175. These values correspond respec- 
tively to illumination aperture half angles of 3.5 x 10 4, 7 x 
10 4 and 1.4x10 3 rad, for C~= 1.4 mm and A-0 .037  /k. 
For a given defocus the practical resolution will be strongly 
dependent on the source size. The preferentially transferred 
zones running to higher resolution correspond to the 

defocus-dependent stationary phase regions. 0 
4 - 2  
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gives only an approximate description of the ef- 
fect of the source size on contrast transfer. When 
the wave distortion is due to defocus alone, the 

envelope representation of the effect of source 
size is mathematically exact [26], so this is an 
important limiting case in support of the validity 
of an envelope function representation in the 
presence of other aberrations. 

3 

2,5 
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0 

4 -2 0 2 4 6 8 lO 

-~ -2 0 2 4 6 8 I0 

3.4. Taking account of defocus fluctuations 

The focal length of an electromagnetic lens 
depends on the excitation current and on the 
electron beam energy. Consequently the com- 
bined effects of the energy spread of the beam, 
the electrical fluctuations of the lens (dl/l), and 
the instability of the high voltage (dV/V) are to 
produce a defocus spread A. This spread will 
depend on the chromatic aberration constant (C c) 
of the objective lens through a relationship of the 
type A =Cc(dV/V+2dI/l). Partial chromatic 
coherence was first dealt with by Hanszen and 
Trepte  [27], and it turns out that in terms of the 
contrast transfer theory the effects can also be 
described by an envelope function E2: 

E 2 =  exp{-(rrAcF2/2)2}, (14) 

where A G is the half-width of the defocus spread 
d i s t r i b u t i o n ,  / I  G = A / / z  s. It is usually convenient, 
and physically justified, to represent Ac; by a 
Gaussian distribution. The effect of the term E2,  

fig. 4, is quite different from that of the source 
term El, and it is this envelope which is ulti- 
mately responsible for the electron-optical resolu- 
tion limit of an electron microscope since it im- 
poses a spatial frequency cut-off depending on 
the defocus spread A G. 

Fig. 4. Characteristic curves as in fig. 3 showing the effect of 
increasing defocus spread A G as expressed by the envelope 
term E z. This is the resolution-limiting term. The values of 
the term A G are (a) 0.125, (b) 0.25, (c) 0.5. These correspond 
respectively to defocus fluctuations of 90, 180 and 360 A for 
(C~A) ~/z = 720 A,, i.e. the same value of C~ and A as for fig. 3. 
For C c = 1.4 ram, and ignoring the other instabilities, these 
values would correspond respectively to electron beam spread 

half-widths of 0.6, 1.2 and 2.4 eV. 
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3.5. Combined effect of the source size and defocus 
fluctuations 

Finally we need to know what happens to the 
envelope functions when the effects of both the 
source size and the defocus spread are taken into 
account. It turns out that to a good approxima- 
tion the modified contrast transfer can be de- 
scribed by the product of the two envelopes indi- 
cated above [28]: 

K ....... II = E,/£2 sin[2~- W ( F ) ] .  (15) 

Strictly speaking, each of the individual terms is 
modified by a factor 1/(1 +AF2) ,  with A = 
(~-Q~ A(;) 2, which can significantly modify W(F) 
for large values of F [28]. This region is usually 
at tenuated by the combined envelope E~E 2. 
There is also an additional envelope term which 
comes into play when the beam is tilted. Neither 
of these effects will be considered further here. 

4. The effect of  beam tilt 

In the early 1970s tilted-beam illumination 
was used to obtain high-resolution images of 
"amorphous"  films of silicon and germanium. 
The question under examination was whether 
such vacuum-condensed films were truly amor- 
phous or were agglomerates of randomly oriented 
microcrystals. The experimental electron mi- 
croscopy was no doubt inspired by earlier work 
such as that of Dowell who, in the early 1960s, 
had been able to obtain 3.2 ,~ lattice images of 
tremolite [29]. This was achieved by tilting the 
electron beam so that the lattice images were 
obtained with both the direct and the diffracted 
beams equally inclined relative to the optical axis. 
With this geometry the two beams have the same 
aberration-induced phase, and when the enve- 
lope terms are taken into account we find that for 
the critical defocus z = - C ~ f ~  2 the spatial fre- 
quencies on the so-called achromatic circle, ra- 
dius f~, are always strongly transferred. 

In the case of Si and Ge films Rudee and 
Howie [30] obtained images showing "lattice 
fringes" in small regions of the samples. These 

observations were considered to favour the mi- 
crocrystalline structural model. This caused con- 
siderable controversy in the field and led to a 
number of investigations of the effects of beam 
tilt on contrast transfer. Particular mention should 
be made of the work of McFarlane [31]. Other  
work on this structural theme rapidly followed, 
see for example refs. [32-36]. The main impor- 
tance of this work as far as the use of electron 
microscopy in structural biology is concerned is 
the considerable impact on alignment procedures 
[37,38] and on the awareness of the necessity of 
phase correction at high resolution [39]. 

Contrast transfer for a beam tilt of f .  is 
described by the function K ( f ,  fo) [28]: 

K ( f ,  f~,) = i [ t * ( f . )  t ( L , + f )  

- t ( f , , )  t * ( f , , - f ) ] ,  (16) 

where t ( f ) =  exp[i27r W ( f ) ]  and W ( f ) =  
Azf2 /2  + A~f4CJ4. Working through this wc 

find that the term sin[27r W(f) ]  obtained for 
parallel axial illumination is now replaced by the 
product of a phase term and sin[W(f, fo)]: 

sin[ W ( f ,  f, ,)] 

cos ch+C~A3f4/4]}, (17) + CsA3f2fc ~ 

where one of the beam-ti l t -dependent terms, 
C~(Afo) 2, behaves like an over-focus offset and 
the other additional term corresponds to a tilt- 
dependent  astigmatism C~A3f2f~ cos &. The 
phase term is given by: 

exp(iE~-[A f . f o ( - z  + Cs(A f0 )  2 + Cs( /~f )2) ]  ) ; 

this includes a term, A f . f o ( - z  + C~(Af0)2), cor- 
responding to a defocus and beam-ti l t -dependent 
image shift, and a second term, Af. foC~(Af)  ~, 
which represents a frequency-dependent image 
shift (axial coma). Naturally, in the axial illumina- 
tion limit (f0 = 0), K(f ,  0) is equivalent to eq. (8). 

It is the behaviour of the diffractogram inten- 
sity involving the term sin2[W(f, f0)] as a func- 
tion of tilt angle and direction which is used in 
the alignment scheme exploited by Zemlin [38]. 
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In the case of the determination of high-resolu- 
tion protein structures by electron crystallogra- 
phy, Henderson et al. [39] have shown that even 
for relatively small alignment errors the phase 
term must be taken into account because of the 
f3  dependence of the coma-like term C~(Af) 3 
f0 cos 4', ~b is the angle between f0, the direction 
of beam tilt, and a given spatial frequency f .  

5. Specimen thickness 

The interpretation of electron micrographs and 
the different three-dimensional reconstruction 
schemes are based on the linear relationship be- 
tween the image contrast and the projected po- 
tential of the sample. We need to know whether 
the depth of field is sufficient for this to always 
be valid. One way of judging this is by reference 
to contrast characteristic curves like figs. 3 and 4, 
but let us first of all describe an experiment by 
Bonhomme and Boerschia [40] in which images 
were recorded on either side of thickness steps in 
amorphous carbon films. The positions of the 
diffactogram maxima show that on the same mi- 
crograph there is a defocus difference between 
the thin and the thicker regions. Taking the thin 
region as reference, the defocus difference 
changes sign when the specimen is turned upside 
down. These results indicate that the in-focus 
position is half way through the sample thickness 
and not at the output surface, as would be ex- 
pected from a direct use of the projected poten- 
tial as described earlier. An explanation of this 
result is found if we consider each atom in the 
sample to scatter independently as for the point 
scatterer in the holographic scheme, fig. 2. The 
defocus of each elementary hologram will depend 
on the position of the atom in the sample. The 
overall image intensity will be the sum of these 
independent contributions across the thickness of 
the sample. To a good approximation we find the 
same contrast transfer function as previously but 
with the defocus origin in the middle of the 
sample thickness and not at the exit surface and 
with an additional modulation by the thickness- 
dependent  terms shown below: 

sin[2~- W ( f ) ]  [sin(TcAf2d/Z)]/~Af2d/2, 

where d represents the sample thickness. Taking 
the first zero of this thickness-dependent term as 
an indication of the effect on the contrast trans- 
fer we find that there is a cut-off at a resolution 
of 2 A for a 200 A thick sample, whilst at a 
resolution of 3 A there is a 0.66 attenuation of 
the CTF. The effect of specimen thickness on 
resolution through the sinc function above has 
also been discussed previously by Zeitler [41]. 

Another  more intuitive way of obtaining an 
idea of whether a straightforward projection is 
likely to be a good approximation is to refer to 
the contrast transfer characteristics. It is easy to 
see from fig. 4 that, at a relatively strong defocus, 
sin[2~- W(f)]  varies very slowly with defocus for 
low frequencies and much more strongly for 
higher frequencies. This amounts to having a 
large depth of field for imaging at resolutions of 
around 20/k. For samples a few hundred ,~ thick 
this will no longer hold for imaging at higher 
resolutions. 

6. Amorphous carbon and vitreous ice 

Ever since optical diffractograms have been 
used to assess the quality of electron micrographs 
the standard test objects have been vacuum-con- 
densed carbon films [18]. Such films are amor- 
phous and have been found to give a good ap- 
proximation to a "whi te"  spatial frequency spec- 
trum. In the case of observations of frozen-hy- 
drated specimens the biological object is observed 
in a thin layer of vitreous (amorphous) ice. In this 
case it has been found experimentally that optical 
diffractograms of the micrographs are no longer 
much use to reveal the CTF. For some reason the 
notion of a random scattering, or white, object 
appears  inappropriate for ice even though, like 
amorphous carbon, it can be supposed to consist 
of a " random"  distribution of scattering centres. 
Moreover, carbon and oxygen have rather similar 
atomic scattering factors and the elastic scatter- 
ing by hydrogen atoms can probably be neglected. 
Taking an average interatomic separation of 1.5 
A, a sample thickness of 100 to 200 A will corre- 
spond to a stack of some fifty to a hundred 
atoms. There  is unlikely to be a significant varia- 
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tion in the projected potential from point to point 
at the exit surface, and consequently very little 
phase variation. Why then do carbon films, but 
not ice layers, give defocused images with a strong 
granularity? A possible explanation is suggested 
by work in connection with the effect of the 
substrate roughness on the state of order in thin 
two-dimensional crystals [42]. It was shown by 
scanning tunnelling microscopy that vacuum-de- 
posited carbon films can have thickness variations 
A d of up to 20 ,~. A simple estimate based on the 
experimental value of the inner potential for car- 
bon films V 0 = 10 eV shows that this could give 
rise to phase fluctuations of around ~-/20 (where 
we take phase variations at the exit surface as 
~AdVo/AV). The difference between carbon and 
ice could perhaps then be explained in terms of 
surface smoothness with carbon having at least 
one rough surface, depending both on the sub- 
strate used and on the deposition conditions, and 
with ice having two atomically smooth surfaces. 

7. Correcting for the contrast transfer function 

There have been a considerable number  of 
proposals for correcting the contrast transfer 
function. This was especially true during the early 
stages in the development of the theory. Most of 
these methods have fallen into oblivion and it is 
not opportune or possible to at tempt a detailed 
description of them all. The discussion will be 
limited to what, as far as I can see, is the first 
such proposal and then two important practical 
solutions in use at present will be briefly de- 
scribed. In the framework of the imaging theory 
presented here, the aim of any correction scheme 
must be to convert the CTF from sin[2~- W(f) ]  to 
unity without introducing any additional noise. 
Naturally this is particularly difficult for the spa- 
tial frequencies at or near  the zero points of the 
contrast transfer function. 

An early proposal for correction was made in 
1951 by Bragg and Rogers [43] in the context of 
Gabor 's  holographic method. Although the pro- 
posal cannot find any direct application in elec- 
tron microscopy it is worth consideration for his- 
torical reasons, for its elegant simplicity and be- 

cause it is the precursor of most schemes in that 
it involves using data from more than one image. 
Unfortunately for electron microscopists, this 
method is only valid for an amplitude object and 
requires a controlled variation of the wave aber- 
rations. This is possible for defocus but not for 
spherical aberration. Two images are recorded at 
defocus values of z and 2 z. A holographic recon- 
struction is made from the first image as shown in 
fig. 2. The contrast transfer function associated 
with the reconstruction has the form cos2(~Azf 2) 
= 1 +  cos(2~-Azf 2) [44]. Consequently this CTF 
can be corrected directly by placing the negative 
recorded at the defocus 2z in register with the 
reconstruction. 

As far as practical solutions are concerned, a 
two-image method was used in a recent helical 
reconstruction of the acetylcholine receptor to 17 

resolution [45] using tubular receptor arrays 
observed in vitreous ice. Because of the sinu- 
soidal form of the contrast transfer function a 
single image cannot cover the necessary resolu- 
tion range with a good signal-to-noise ratio. Con- 
sequently micrographs were recorded in pairs, at 
defocus values of 0.8 and of 2 p,m; note how 
close this is to the two-hologram situation de- 
scribed in the previous paragraph. For these de- 
focus values the first peaks of the contrast trans- 
fer function correspond respectively to ~ 25 
and to ~ 40 ,~. The data from both micrographs 
was combined to give a reasonably equilibrated 
contrast transfer over the range of spacings from 
17 A to about 100 ]~. In addition, the very-low- 
resolution region along the equator (spacings 
greater than 100 ,~) was corrected using theoreti- 
cal curves corresponding to a 7% amplitude con- 
trast component  [20]. 

Finally, mention should be made of the treat- 
ment of image data in the case of three-dimen- 
sional determinations of protein structures to high 
resolution. This is also a two-image method but it 
relies on combining data from micrographs and 
from electron diffraction patterns [46]. The am- 
plitudes of the Fourier components are obtained 
directly from the intensities of the electron 
diffraction peaks since these are not influenced 
by the contrast transfer function. The corre- 
sponding phases are determined from the corn- 
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p u t e d  F o u r i e r  t r a n s f o r m s  of  t h e  m i c r o g r a p h s .  

A m o n g s t  o t h e r  f ac to r s  a c c o u n t  m u s t  be  t a k e n  of  

t h e  p h a s e  r eve r sa l s  d u e  to  t he  osc i l l a t ing  s ign o f  

t he  c o n t r a s t  t r a n s f e r  f u n c t i o n  and  to t he  p h a s e  

shif ts  d u e  to s l ight  e l e c t r o n - o p t i c a l  m i s a l i g n m e n t s  

o f  t h e  i l l u m i n a t i o n  wi th  r e spec t  to t he  op t i ca l  axis 

o f  t he  ob j ec t i ve  lens  [39]. 

8. Conclusion 

This  is an  e x t r e m e l y  c o n d e n s e d  and  p e r s o n a l  

a c c o u n t  o f  the  d e v e l o p m e n t  o f  c o n t r a s t  t r a n s f e r  

t h e o r y  o v e r  t h e  pas t  twen ty - f ive  yea r s  o r  so. It  is 

h o p e d  tha t  t hose  i n t e r e s t e d  in imag ing  b io log ica l  

s p e c i m e n s  will  f ind  s o m e  usefu l  i n f o r m a t i o n  such  

as, for  e x a m p l e ,  t h e  i m p o r t a n c e  o f  t h e  i l l umina -  

t ion  a p e r t u r e  w h e n  i m a g i n g  at l a rge  de focus ,  fig. 

3. A n  o u t s t a n d i n g  ques t i on ,  b r ie f ly  d i scussed ,  is 

t he  d i f f e r e n c e  b e t w e e n  the  b e h a v i o u r ,  as r a n d o m  

sca t t e re r s ,  o f  v i t r e o u s  ice  and  of  a m o r p h o u s  car-  

bon .  A l so ,  do  no t  f o r g e t  tha t  b r igh t - f i e ld  images  

o f  w e a k  p h a s e  ob jec t s  a r e  h o l o g r a m s .  
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