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The development of the basic notions of eleciron microscope imaging and of contrast transfer theory arc described. The
elfects of finile source size and chromatic instabilities (defocus fluctuations) can be represented by envelope functions which
attenuate the oscillating contrast transfer funcrion and which have signiticant etfects on resolution, Beam-tilt effects are
described. It is shown that there is a close relationship between holography and the contrast transfer representation of the
imaging of weak-phase objects. This Is a personal account which attempts to give an extremely condensed review of the
development of the subject with particular emphasis on the last twenty-five years or so, and on matters of interest in

biological macromolecular structure investigations.

1. Preamble

In a certain sense one could say that the
electron microscope is a Franco-German inven-
tion since, when H. Busch showed in 1926 that
axially symmetric electrostatic or magnetic fields
could focus electron beams, L. de Broglie {1924)
had already put forward the hypothesis that mat-
ter as well as light might exhibit both wave and
corpuscular aspects. It followcd that the wave-
length A should be related to the momentum p
according to:

A=h/p, (1)

where /1 is Planck’s constant. These speculations
were confirmed by electron diffraction experi-
ments by Davisson and Germer in 1927 and inde-
pendently in 1928 by G.P. Thomson, son of J.J.
Thomson who had discovered the electron in
1897. Construction of the first electron micro-
scope began in the early 1930s. E. Ruska. initially
working in collaboration with M. Knoll, built this
first instrument which was capable of a magnifi-
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cation of 12000 using two magnetic lenses. For
anyone interested in the ins and outs of this
period a delightful article by Gabor [1] can be
warmly recommended, as can articles by Cosslett
[2] and Ruska [3].

Using the relationship between the electron
wavelength and momcntum we can lind an ap-
proximate expression for the wavclength as a
function of the accelerating voltage V;

A=121172 (2)

this gives A = 0.037 f\, for V=100 keV and A-
0.018 ,3., for "= 400 keV. The expression is accu-
rate to within a few percent in this voltage range;
for instance, the relativistically corrected valuc at
400 keV is A = 0.0164 A. These wavelengths are
five orders of magnitude smaller than for visible
light. The diffraction-limited resolution will he of
the order of:

d = A/(sin a) > A, (3)

where 2« is the angular aperture of the objective
lens. The atomic scattering factors for high-en-
ergy electrons are strongly peaked in the forward
direction. Consequently, it is possible in theory to
rcsolve  distances smaller than the interplanar
spacings in crystalline solids without needing to
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use the full angular aperture of the ohjective lens.
This (urns out to be very important since electron
lenses have large aberrations. To set the scale of
the spacings involved, the iunlcrutomic distances
in crystalline pold arc 2.88 A, and in the case of
organic material the carbon-to-carbon single co-
valent bond [ength is 1.54 A.

Of course the early instruments had resolution
limits which were far from approaching atomic
resolution. They suffered from many technical
problems including electrical and mechanical in-
stabilitics and the lack of astigmatism correction.
Fundamental contributions to an improved un-
derstanding of image formation in the electron
microscope were made by Scherzer. who had
alrecady shown in 1936 that under the usual oper-
ating conditions all rotationally symmetric ¢lec-
tron lenses have a convergent effeet on the clec-
tron heam [4]. Consequently it is not possible to
correct third-order aberrations. and m particular
spherical aberration. In the presence of spherical
aberration the resolution limit () is given in
terms of geometrical optics by the diameter of
the dise of least confusion which is produced
because rays passing at larger angles through the
objective lens are locused closer (o the lens than
arc paraxial ravs:

d=(Cx) " (4)

For 100 keV electrons and for a value of the
spherical aberration coefficient C_ =1 mm. the
resolution predicted by this expression is = 5 A
(only a fcw commercial instruments improve on
the above valuc of ). Note that the spacings
which can be resolved arc two orders of magni-
tude bigger than the electron wavelength. At the
present time the best electron microscopes have a
point-to-point resclution below 2 A The expres-
sion above shows that the resolution depends on
the term (7\'*’“‘ and conscquently beyond a certain
limit of ¢lectron lens design 1t becomes practically
impossible 1o improve the microscope perfor-
mance by reducing the spherical-aberration term.
Since the resolution also depends on A%, the
present generation of high-resolution clectron
microscopes use accelerating voltages of 300 or
400 keV.

It is interesting to note that the work of
Scherzer mentioned above led Gabor, scarching
for a way around the limit imposed by spherical
aberration, to publish in 1948 an article centitled
“A New Microscopic Principle” [5] He proposed
a  lwo-stage 1maging process  using  coherent
monochromatic illumination. The [irst stage in-
volves making a photographic record of the inter-
ference pattern between a strong coherent back-
ground wave and the scattered wave from the
object. The second step is to replace the devel-
oped photographic plate in the position it occu-
picd during recording. An observer, looking up-
stream through the plate illuminated by the same
coherent background wave, will see an image of
the object in its original position. Gabor’s propo-
sition was Lo carry out the first stage using clee-
trans and the second stage using light. Unfortu-
natelv, it turns out that the rcconstruction step
also generates an out-of-focus twin image super-
posced on the in-focus image. The major problem
with the method as proposed by Gabor is to
remove this twin image. The application of the
method to clectron microscopy wus attempted
around 1950 by Haine and Mulvey [6] but this
wark was unsuccessful, due to major technical
problems unsurmountable at that time. A modi-
fied version of the mwethod using an inclined
reference beam appeared in light optics when a
coherent and intense light source, the laser, be-
came available. This time the modified method,
holography, was a considerable success [7] Al the
present time this off-axis holographic technique is
being applicd in clectron imaging with encourag-
ing results by several groups [8—1],

2. Interaction between the electron beam and the
sample

The scattering of a high-energy electron beam
by a thin sample is strongly pcaked in the forward
direction because the electron wavelength is small
compared to atomic dimensions, Note that this s
not the case for X-ray and neutron scatfering
where typical wavelengths are 1.54 A for X-rays
(Cu K« radiation) and 1.3 A for thermal neutrons
(7" — 373 K). The wave transmission {function 1 at
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the exit surface of a thin specimen can be written
[11]):

T(r,z)=m, cxp{—iWAde'U(r-zr)\’ ()

where the z axis is taken perpendicular to the
specimen plang, r lics in the planc, the effective
potential is Ulr, z)=2m¥(r, z)/h°, Vir, 2} is
the inner potential of the specimen, r,=7{r, 0)
is the incoming wavefunction at the upper sur-
face, z =0, of the specimen. The argument of the
exponential term represents the prajection of the
sample potential along the incident beam direc-
tion. It is convenient to sct:

dlry=mafdz Ulr, 2'), (6)

where ¢, the phase shift of the wave function at
the exit surface of the specimen, depends on both
the object thickness and the inner potential, When
¢ < | the transmission function 7 =7, explis)
can be approximated by:

r(r, ) =14[1 +id(#)]. (7)

In this weak-phase-object approximation only a
small component ¢ of the clectron wave is scat-
tered by the specimen. This 1s the expression
usually used to deseribe the interaction of the
electron beam with thin biological samples.
The equations above can be inverted allowing
{dz'U(r, z"), the projected potential distribu-
tion of the sample, to be deduced from = (r, z).
In the absence of absorption the phase-object
approximation predicts that an image will have no
contrast since the intensity 77%. see eq. (5), is
constant when 7, corresponds to an incoming
plane wave. Contrast cun be produced by inter-
ference between the scattered and the unscat-
tered waves, and in the ¢lectron microscope the
usual way of generating such contrast is to vary
the phasc of the scattered wave components by
simply changing the focus of the objective lens.
The situation described above is highly simpli-
fied, and even for thin biological samples there
will usually be a weak residual contrast at zero
defocus. Many factors contribute to this: scatter-
ing outside the objeetive aperture, inelastic scat-

tering, multiple scattering, residual phase con-
trast due to C_, and the essentially complex na-
ture of elastic scattering amplitudes lor ¢lectrons
[12,13). There are various phenomenological ways
of taking account of the existence of an ampli-
tude contrast component, such as including an
cxtra lerm in the expansion of expliéh). These all
lcad 1o an cxpression in which the transmission
function has both a phase (¢) and an amplitude
(1) component:

T{r, z) ='r”[l +idh(r) +u(r)].

3. Contrast transfer theory

3.1, Parallel monochromatic illumination

The task of contrast transfer theory is to de-
scribe quantitatively the relationship between the
wavefunction at the exit surface of the specimen
and the final image intensity. It turns out that for
a weak phase object, subject to conditions such as
isoplanicity which are usually satisfied [14.15], the
image distortions due to defocus and to spherical
aberration can be described quantitatively in
terms of spatial Irequencies by a simple expres-
sion involving & contrast transier function (CTF).
This function, which can be directly assessed from
the optical diffraction pattern of the image of a
random scattering sample, is particularly well
adapted to the many Fourier-based image treat-
ment procedures. For these reasons the image
quality of electron micrographs is invariably dis-
cussed in terms of the Fourier space representa-
tion involving the CTF rather than in terms of the
alternative convolution relationship which holds
for the image intensily itself.

Contrast transfer theory is based on founda-
tions laid by Scherzer [16] within the framework
of the Abbe theory in which image formation is
described as a two-stage process. In bricf, the
theory is developed in the following way:

(1} calculate the Fourier transform of the object
wavefunction to obtain the wave amplitude in the
back focal plane of the abjective lens,



148 RH Wade /A brief look at imuging and contrast transfer

(i) multiply this by a phase lactor describing the
wave distortions duc to aberrations,

(iii) inverse Fourier transform to obtain the wave
amplitude in the image plane,

(iv} calculate the image intensity from the squarc
modulus of this wave amplitude,

(v) calculate the Fourier transform of this inten-
Sity.

An excellent introductory article to the basic
theory is that of Lenz [17} and on the experimen-
tal side reference must be made, of course, to the
work of Thon [18]. The theorv shows that to a
good approximation, in the case of parailel
monochromatic illimination, the intensity distri-
bution in the image of a weak phase objecr has
the Fourier transform f(9):

[(8) = 8(0) + d(0) sin[ 2w /) W(B)].  (8)

This very useful and simple equation shows that
the angular (or spatial [requency) spectrum (dif-
fraction amplitude) of the image intensity is that
ol the object itsclf multiplicd by an instrument-
dependent term, This term, K(8) =sin[(27 /A)
X W(8)], is called the contrast transfer function.
Fourier transforms are indicated by the ulde,

@{B} is the transform of the specimen and W(#) is
the wave aberration:

W0y = —z0°/2+C 0% /4, (9)

where z represents the objective lens defocus, C,
the spherical abcerration constant and 6 is the
scattering angle. The wave aberration W de-
scribes the distortion of the wavefront in the back
focal plane relative to the Gaussian image refer-
ence sphere. This wave distortion can be cx-
pressed in terms of scattering angle as above or in
terms of spatial frequency f. for which the phase
distortion duc to aberrations is 27W([) =
2al(—zAf7/2+ C A, Lig. 1. Due to the small
value of the electron wavelength, the scattering of
high-energy ¢lectrons is close to the forward di-
rection. To set the scale,oﬂ = Af is about 2° for u
spatial frequency f=(1 A",

Over limited spatial-frequency ranges, spheri-
cal aberration can be balanced by an appropriate
defocus, fig. |. These regions, in which the phase
27 W( ) due to the wave aberration is stationary
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Fig. . (i} Dependence of the form of the wave aberration

phase 27 W)= w(— A=+ C A 72} on the defocus 7. In
this expression positive values of z correspond to an objective
lens underfocus. For the Scherzer defocus 2, =(C A7, he
wave aberration has a stationary phase value of — 7 /2. (b) At
the Scherzer defocus the width of the first oscillation zone of
the contrast transfer function. sin[27W ()], extends up to
f.= 1.4(('\}\") 4 giving (he Scherzer resolution limit o =
0700 A,

{(dW/df =0} play an important rdle in contrast
transfer theory. For example, the defocus z =
(C_A)'7? which sets the stationary phase value to
—m/2 is called the Scherzer defocus. At this
defocus object distances down ta d = 0.7(C A7)
lie within the first peak of the contrast transfer
function, fig. Ib, and are consequently trans-
ferred to the image with the same contrast. This
value of d defines a resolution limit which is
essentially identical to that predicted by the dise
of lcast confusion of geometrical optics. We will
sce  below  that spatial  frequencies in  the
defocus-dependent stationary phase regions arc
preferentially transferred when the cffect of a
finite source size is considered.

Eq. (8) shows that, in the case ol weakly scat-
tering samples, the electron-optical abcrrations
do not destroy the lincar relationship between
the image intensity and the projected structure
ot the sample. The spatial frequency content of
the image differs from that of the sample only
because of the [requency-dependent contrast re-
versals duc to the oscillating term sin[(2/A)
* W(#)] which does not in itself impose a resolu-
tion limit.

If the imaging process concerns an object with
both phase and amplitude components the
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Fourier transform of the object-dependent part
of the image intensity will be

1(0) = $(0) sin[(27/2) W(8)]
+i(0) cos[(27/A) W(8)]. (10)

Experimental assessments made from electron
micrographs of periodic protein arrays have shown
that the amplitude component can bc as high as
35% in ncgative stain [19] and is of the order of
7% for samples preserved in vitreous ice [20].

From here on, scattering angles 8 will be re-
placed either by spatial frequencies f =8/ or by
the so-called generalised spatial frequency and
defocus. The use of the latter gives a consider-
able simplification of most expressions and has
the advantage of giving sets of universal curves.
The generalised coordinates can be expressed
relative to the Scherzer values:

Z=z/z, and F=f/f, (1

where z,_ =(C_A)!/? is the Scherzer defocus, and
the corresponding spatial frequency is f, =
(C.A 14,

3.2. Contrast transfer and holography

It is interesting to remark that contrast theory
gives a quantitative formulation of holography
[21]. All bright-field electron micrographs of weak
scatterers arc in fact in-line Fresnel holograms
produced by interference between the strong un-
scattered wave and the wave weakly scattered by
the sample. The problem of correcting the con-
trast reversals due to the CTF corresponds to
removing the twin image in the holographic re-
construction. A simple way of understanding the
imaging process can be seen in the case of a point
object illuminated with a parallel beam as shown
in fig. 2. An intensity distribution H, similar to a
zone plate, is produced by interference between
the spherical wave S scattered by the point object
() and the reference plane wave P. The recon-
struction step invalves illuminating the hologram
(H) by thc same, or by a similar, background
wave. It is well known that zonc plates produce
multiple images and in the special case of a
sine-modulated zone plate (the hologram) two
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Fig. 2. An image of a weakly scattering object is an mn-line
Fresnel hologram. A thin sample can be considered as an
assembly of point scatierers. (a) For cach scatlerer 1 zone-
plate-like intensity distribution I1 is produced by interference
between the spherical wave § scattered by the point object O
and the reference plane wave P. (b) The reconstruction in-
volves illuminating H with the same background wave. This
geperates two spherical waves S and §* centred on the twin
images O and O*. Both images can be seen by looking
through the hologram from E, and if the eye is focussed on
one image, the other, which is always exactly superposed, has
twice the initial defocus. The Fourier transform of the holo-
gram, not shown, is again a zone-plate-type intensity distribu-
tion and corresponds to  the contrast  transfer  func-
tion.

images, O and its conjugate OF, are produced on
either side of the hologram as viewed from E.
These images are separated along the axis by
twice the initial defocus. and since they are
aligned they are always superposed. The Fourier
transform of the hologram corresponds to the
contrast transfer function. In this view of the
imaging process cach atom within a sample will
act as an independent scatterer, like the point
object O. The final image intensity will then be
the sum of the contributions of the individual
holograms from all the atoms in the sample.

3.3. Taking account of the angular aperture of
illumination

In practice, of course, we never have a per-
fectly parallel, monochromatic incident electron
beam. Electrons are emitted randomly from a
part of the filament surface within the gun, and
form a cross-aver above the anode. A demagni-
fied image of this cross-over is usually formed
above the specimen plane using the condenser
Ienses. If electrons arrive randomly from this
“effective source” [22] then the image intensities



150 R.H. Wade / A brief look at imaging and contrast transfer

due to each individual source clement must be
summed to obtain the final image intensity. Tak-
ing account of the angular distribution of the

source intensity gives the source-dependent con-
trast iransfer function K,:

K(F)=E(Q. Z, Fysin[27 W(F)],  (12)

where [ represents the generalised spatial fre-
quency, and the source-dependent term F,, usu-
ally called the envelope, produces a spatial-
[requency-dependent attenuation of the contrast
transfer function K(F), previously obtained for
parallel tllumination. For a Gaussian source in-
tensity distribution,

E, ——cxp{-[fer(,F(Fz—Z)]z}, (13)

where the source size, in generalised units, is
given by Q, = angular source size (C_/A)'/?. The
effect of the envelope I, is shown in the charac-
teristic curves [23], fig. 3. Note that there is a
strong preferential transfer of the stationary phase
regions which occur al the defocus-dependent
frequencics # = Z'/2 The physical origin of the
envelope term is ta be found in the frequency-de-
pendent image displacements due to the finite
range of illumination angles, and it is easy to see
from the form of the wave aberration surface why
the stationarv phase regions are favourably trans-
ferred. Historically, the effects of the illumination
source size were first considered by Frank [24]
and by Bonhomme ct al. [25]. Only the paper by
Frank is dircetlv relevant to the envelope fune-
tion representation as described here. It is impor-
tant to note that, in the presence of both spheri-
cal aberration and defocus, the envelope function

Fig. 3. Representation of the so-called contrast transfer char-
acteristics for the expression FE, sin[27W(F)], showing the
effect of the envelope £, which takes account of the illumina-
tion source size. The vertical axis corresponds to generalised
spatial frequency .‘T:f(C\/\'“”)‘/‘1 and the horizontal axis to
generalised defocus Z = z(C, A)™ 72 so that a profile along a
vertical line gives the CTF for the corresponding Z. The
width of the source Q. in generalised units, is (a) @, 0.05,
(b} O, =101, (&) @ = 0.175. These values correspond respec-
tively 1o illumination aperture half angles of 3.5%x10 "1, 7Z<
16 * and 1.4x10 7 rad, for C,=14 mm and A= 0.037 A.
Faor a given defocus the practical resolution will be strongly
dependent on the source size. The preferentially transferred
zones running (o higher resolution correspond to the
defocus-dependent stationary phase regions.
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gives only an approximate description of the ef-
fect of the source size on contrast transfer. When
the wave distortion is due to defocus alone, the

envelope representation of the effect of source
size is mathematically exact [26], so this is an
important limiting case in support of the validity
of an envelope function representation in the
presence of other aberrations.

3.4. Taking account of defocus fluctuations

The focal length of an electromagnetic lens
depends on the excitation current and on the
electron beam energy. Consequently the com-
bined effects of the energy spread of the beam,
the electrical fluctuations of the lens (d//1), and
the instability of the high voltage (dV /1) are to
produce a defocus spread A. This spread will
depend on the chromatic aberration constant (C_)
of the objective lens through a relationship of the
type A =CAdV/V +2d1/I). Partial chromatic
coherence was [irst dealt with by Hanszen and
Trepte [27], and it turns out that in terms of the
contrast transfer thcory the cffects can also be
described by an envelope function £,:

E,=exp{ —(magF2/2)), (14)

where 4, is the half-width of the defocus spread
distribution, A, =4 /z,. It is usually convenient,
and physically justified, to represent A5 by a
Gaussian distribution. The effect of the term I,
fig. 4, 1y quite different from that of the source
term E|, and it is this envelope which is ulti-
mately responsible for the electron-optical resolu-
tion limit of an clectron microscope since it im-
poscs a spatial frequency cut-off depending on
the defocus spread 4.

Fig. 4. Characteristic curves as in fig. 3 showing the effect of
increasing defocus spread A as expressed by the envelope
term E,. This is the resolution-limiting term. The values of
the term A are {a) 0.125, (b} 0.25, {c) 0.5. These correspond
respectively to Qefocus fluctuations of 90, 180 and 360 A for
(CAVE=720 A, ie. the same value of C, and A as for fig. 3.
For C.=14 mm, and ignoring the other instabilitics, these
values would correspond respectively to electron beam spread
half-widths of 0.6, 1.2 and 2.4 eV.
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3.5. Combined effect of the source size and defocus
Huctuations

Finally we need to know what happens to the
cenvelope functions when the effects of both the
source size and the defocus spread are taken into
account. It turns out that to a good approxima-
tion the modified contrast transfer can be de-
scribed by the product of the two envelopes indi-
cated above [28]:

K ..o =E B, sin[2z W(F)]. (15)

owerall
Strictly speaking, cach of the individual terms is
modified by a factor 1/(1 +AF?), with A=
(7, A,)". which can significantly modity W(F)
for large values of F [28]. This region is usually
attenuated by the combined envelope E\E,.
There is also an additional envelope term which
comes into play when the beam is tilted. Neither
of these effects will be considered further here.

4. The effect of beam tilt

In the early 1970s tilted-beam illumination
was used (0 obtain high-resolution images of
“amorphous™ films of silicon and germanium.
The question under cxamination was whether
such vacuum-condensed films were truly amor-
phous or were agglomerates of randomly oriented
microcrystals. The experimental electron mi-
croscopy was no doubt inspired by earlier work
such as that of Dowell who, in the early 1960s,
had been able to obtain 3.2 A lattice images of
tremolite [29]. This was achieved by tilting the
electron beam so that the lattice images were
obtained with both the direct and the diflracted
beams equally inclined relative to the optical axis.
With this geometry the two beams have the same
aberration-induced phase, and when the enve-
lope terms are taken into account we find that for
the critical defocus z= —C,f,” the spatial fre-
quencies on the so-called achromatic circle, ra-
dius f,,, are always strongly transferred.

In the casc of Si and Ge films Rudee and
Howie [30] obtained images showing “latlice
fringes” in small regions of the samples. These

abscrvations were considered to favour the mi-
crocrystalline structural model. This caused con-
siderable controversy in the field and led to a
number of investigations of the effects of beam
tilt on contrast transfer. Particular mention should
be made of the work of McFarlane [31]. QOther
work on this structural theme rapidly followed,
see for example refs. [32-36). The main impor-
tance of this work as far as the use of electron
microscopy in structural biology is concerned is
the considerable impact on alignment procedures
[37,38] and on Lhe awareness of the necessity of
phas¢ correction at high resolution [39].

Contrast transfcr for a beam tlt of f, is
described by the function K{f, f,) [28]:

K(f, fn) =i[’*(.fu) f(fnJrf)
Sy ) {16)

where 1(f) = expli2m W{(f)] and W(f)=
—Azf2/2+ AfPC /4. Working through this we
find that the term sin[27 W(f)] obtained for
parallel axial illumination is now replaced by the
product of a phase term and sin[W(f, f,):

sin[ WS, £y)]
=sin{27[Af*(~2 + C(Af0)7) /2
FONLE cos ¢+ CAY /4]}, (17)

where one of the beam-tlt-dependent terms,
CJ(A/f,)?, behaves like an over-focus offset und
the other additional term corresponds to a tilt-
dependent  astigmatism  C AYF2f7 cos . The
phase term is given hy:

wofiza[af-fil =2+ CRY > CLar )]

this includes a term, A f- fy(—z + CLAf)?), cor-
responding to a defocus and beam-tilt-dependent
image shift, and a second term, Af-f,C(Af)%,
which represents a frequency-dependent image
shift (axial coma). Naturally, in the axial illumina-
tion limit { £, = 0), K(f, 0) is cquivalent to cq. (8).

It is the behaviour of the diffractogram inten-
sity involving the term sin’[W(f, f,)] as a func-
tion of tilt angle and direction which is used in
the alignment scheme cxploited by Zemlin [38).
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In the case of the determination of high-resolu-
tion protein structures by electron crystallogra-
phy, Henderson ct al. [39] have shown that even
for rclatively small alignment errors the phase
term must be taken into account because of the
f? dependence of the coma-like term C(Af)’
fo cos b, ¢ is the angle between f,, the direction
of beam tilt, and a given spatial frequency f.

5. Specimen thickness

The interpretation of electron micrographs and
the different three-dimensional reconstruction
schemes are based on the linear relationship be-
tween the image contrast and the projected po-
tential of the sample. We need to know whether
the depth of field is sufficient for this to always
be valid. One way of judging this is by reference
to contrast characteristic curves like figs. 3 and 4,
but let us first of all describe an experiment by
Bonhomme and Boerschia [40] in which images
were recorded on either side of thickness steps in
amorphous carbon films. The positions of the
diffactogram maxima show that on the same mi-
crograph there is a defocus difference between
the thin and the thicker regions. Taking the thin
region as reference, the defocus difference
changes sign when the specimen is turned upside
down. These results indicate that the in-focus
position is half way through the sample thickness
and not at the output surface, as would be ex-
pected from a direct use of the projected poten-
tial as described earlier. An explanation of this
result is found if we consider each atom in the
sample to scatter independently as for the point
scatterer in the holographic scheme, lig. 2. The
defocus of cach clementary hologram will depend
on the position of the atom in the sample. The
overall image intensity will be the sum of these
independent contributions across the thickness of
the sample. To a good approximation we find the
same contrast transfer function as previously but
with the defocus origin in the middle of the
sample thickness and not at the ¢xit surlace and
with an additional modulation by the thickness-
dependent terms shown below:

sin[2m W( f)]{sin(wAf2d/2)] /mafids2,

where d represents the sample thickness. Taking
the first zero of this thickness-dependent term as
an indication of the effect on the contrast trans-
fer we find that there is a cut-off at a resolution
of 2 A for a 200 A thick sample, whilst at a
resolution of 3 A there is a 0.66 attenuation of
the CTE. The effect of specimen thickness on
resolution through the sinc function above has
also been discussed previously by Zeitler [41].

Another more intuitive way of obtaining an
idea of whether a straightforward projcction is
likely to be a good approximation is to refer to
the contrast transfer characteristics. It is easy to
see from fig. 4 that, at a relatively strong defocus,
sinf2m W({)] varies very slowly with defocus for
low frequencies and much more strongly for
higher frequencies. This amounts to having a
large depth of field for imaging at resolutions of
around 20 A. For samples a few hundred A thick
this will no longer hold for imaging at higher
resolutions,

6. Amorphous carbon and vitreous ice

Ever since optical diffractograms have been
used to assess the quality of electron micrographs
the standard test objects have been vacuum-con-
densed carban films [18]. Such films are amor-
phous and have heen found to give a good ap-
proximation to a “white™ spatial frequency spec-
trum. In the case of abservations of frozen-hy-
drated specimens the biological object is observed
in a thin layer of vitreous {amorphous) ice. In this
case¢ it has been [ound experimentally that optical
diffractograms of the micrographs are no longer
much use to reveal the CTFE. For some reason the
notion of a random scattering, or white, object
appears inappropriate for icc cven though, like
amorphous carbon, it can be supposcd to consist
of a “random” distribution of scattering centres.
Moreover, carbon and oxygen have rather similar
atomic scattering factors and the elastic scatter-
ing by hydrogen atoms can probably be neglected.
Takmg an average interatomic separation of 1.5
A a sample thickness of 100 to 200 A will corre-
spond to a stack of some fifty to a hundred
atoms. There is unlikely to be a significant varia-
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tion in the projected potential from point to point
at the exit surface, and consequently very little
phase variation. Why then do carbon films, but
not ice layers, give defocused images with a strong
granularity? A possible explanation is suggested
by work in connection with the effect of the
substrate roughness on the state of order in thin
two-dimensional crystals [42]. Tt was shown by
scanning tunnelling microscopy that vacuum-de-
posited carbon gilms can have thickness variations
A, ofup to 20 A, A simple estimate based on the
experimental value of the inner potential for car-
bon films V=10 ¢V shows that this could give
rise to phase fluctuations of around « /20 (where
we take phase variations at the exit surfacce as
TAV,/AV ). The difference between carbon and
ice could perhaps then be explained in terms of
surface smoothness with carbon having at least
one rough surface, depending both on the sub-
strate used and on the deposition conditions, and
with ice having two atomically smooth surfaces.

7. Correcting for the contrast transfer function

There have been a considerable number of
proposals for carrecting the contrast transfer
function. This was especially true during the early
stages in the development of the theory. Most of
these methods have fallen into oblivion and it is
not opportune or possible to attempt a detailed
description of them all. The discussion will be
limited to what, as far as I can see, is the first
such proposal and then two important practical
solutions in use at present will be briefly de-
scribed. In the framework of the imaging theory
presented here, the aim of any correction scheme
must be to convert the CTF from sin[2+ W( )] ta
unity without introducing any additional noise.
Naturally this is particularly difficult for the spa-
tial frequencies at or near the zero points of the
contrast transfer function.

An early proposal for correction was made in
1951 by Bragg and Rogers [43] in the context of
Gabor’s holographic method. Although the pro-
posal cannot find any dircet application in elec-
tron micrascopy it is worth consideration for his-
torical reasons, for its elegant simplicity and be-

cause it is the precursor of most schemes in that
it involves using data from more than one image.
Unfortunately for electron microscopists, this
mcthod is only valid for an amplitude object and
requires a controlled variation of the wave aber-
rations. ‘This is possible for defocus but not for
spherical aberration. Two imagcs arc recorded at
defocus values of z and 2z. A holographic rccon-
struction is made from the first image as shown in
fig. 2. The contrast transfer function associated
with the reconstruction has the form cos?(waA zf?)
=1+ cos(ZwAzf?) [44]. Consequently this CTF
can be corrected directly by placing the negative
recorded at the defocus 2z in register with the
reconstruction.

As far as practical solutions arc concerned, a
two-image method was used in a recent helical
recanstruction of the acetylcholine receptor to 17
A resolution [45] using tubular receptor arrays
observed in vitreous ice. Because of the sinu-
soidal form of the contrast transfer function a
single image cannot cover the necessary resolu-
tion range with a good signal-to-noise ratio. Con-
sequently micrographs were recorded in pairs, at
defocus values of (0.8 and of 2 wm; note how
close this s to the two-hologram situation de-
scribed in the previous paragraph. For these de-
focus values the first peaks of the contrast trans-
fer function correspond respectively to ~ 25 A
and to ~ 40 A. The data from both micrographs
was combined to give a reasonably equilibrated
contrast transfer over the range of spacings from
17 A to about 100 A. In addition, the very-low-
resolution rcgiono along the equator {(spacings
greater than 100 A) was corrected using theercti-
cal curves corresponding to a 7% amplitude con-
trast component [20].

Finally, mention should be made of the treat-
ment of image data in the case of three-dimen-
sional determinations of protein structures to high
resolution. This is also a two-image method but it
relies on cambining data from micrographs and
from electron diffraction patterns [46]. The am-
plitudes of the Fourier components are obtained
directly from the intensitics of the clectron
diffraction peaks since these are not influenced
by the contrast transfer function. The corre-
sponding phases are determined from the com-
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puted Fouricr transforms of the micrographs.
Amongst other factors account must be taken of
the phase reversals due to the oscillating sign of
the contrast transfer function and to the phase
shifts due to slight electron-optical misalignments
of the illumination with respect to the optical axis
of the objective lens [39].

8. Conclusion

This is an cxtremely condensed and personal
account of the development of contrast transfer
theory over the past twenty-five years or so. It is
hoped that those interested in imaging biological
specimens will find some useful information such
as, for example, the importance of the illumina-
tion aperture when imaging at large defocus, fig.
3. An outstanding question, briefly discussed, is
the difference between the behaviour, as random
scatterers, of vitreous icc and of amorphous car-
bon. Also, do not forget that bright-ficld images
of weak phase objects are holograms.

Acknowledgements

I would like to thank E. Zeitler for his illumi-
nating comments on this contribution and, in
another vein, for many conversations about this
and that; mostly that.

References

[i] D. Gabor, in; Proc. 8th Int. Congr. on Electron Mi-
croscopy, Canberra, 1974, Vol 1, Eds. J.V. Sanders and
D.J. Goodchild, p. 6.

|2} V.E. Cosslett, in: Advances in Optical and Electron Mi-
croscopy, Vol. 10, [ds. R. Barer and V.E. Cosslett
(Academic Press, London, 1987) pp. 215-267.

[3] E. Ruska, Rev. Mod. Phys. 59 (1987) 627.

[4] O. Scherzer, Z. Phys. 101 (1936) 593.

[s] D. Gabor, Nature 161 (194R) 777.

(6] M.E. Haine and T. Mulvey, I. Opt, Soc. Am. 42 (1952)
763.

[7] EN. Leith and J. Upatnieks, J. Opt. Soc. Am, 52 (1962)
1123; 53 (1963) 1377, 54 (1964) 1295,

[8] H. Lichte, in: Advances in Optical and Electron Mi-
croscopy, Vol. 12, Eds. T. Mulvey and C.J .R. Sheppard
{Academic Press, London, 1991) pp. 25-91.

[3] A. Tonomura, Rev. Mod. Phys. 59 (1987) 639.

[10) G. Matteuci, G.F. Missiroli. E. Nichelatti, A. Migliori, M.
Vanzi and G. Pozzi, J. Appl. Phys. 69 (1991) 1835,

[11] B.F. Buxton. in: Imaging Processes and Coherence in
Physics, Eds. M. Schlenker, M. Fink, J.P. Goedgebuer, C.
Malgrange, J.C. Viénot and R H. Wade (Springer. Berlin,
1980) pp. 175-184.

[12] ..M. Cowley, Diffraction Physics (North-Holland, Am-
sterdam, 1975) pp. 75-82. f

[13] E. Zeitler and 1. Otsen, Phys. Rev. 162 (1967) 1439.

[14] P.W. Hawkes, in: Computer Processing of Electron Mi-
croscope Images, Ed. P.'W. Hawkes (Springer. Berlin,
1980} pp. 1-33,

[15] F. Lenz, in: Quantitative Electron Microscopy, Eds. G.F.
Bahr and E.H. Zeitler {(Lab. Inv., Baltimore. 1965) pp.
70-80.

[16] O. Scherzer, J. Appl. Phys. 20 (1948) 20.

[17] F. Lenz, in: Electron Microscopy in Materials Science,
Ed. U. Valdre (Academic Press. London, 1971) pp. 540-
569,

[18] F. Thon, in: Clectron Microscopy in Materials Science,
Ed. U. Valdré (Academic Press, London. 1971) pp. 571-
625.

[19] H.P. Erickson and A. Klug. Phil. Trans. Rov. Soc. B 261
{1971) 105.

[20] C. Toyoshima and P.N.T. Uawin. Ultramicroscopy 25
(1988) 279,

[21] R.H. Wade, in: Computer Processing of Electron micro-
scope Images, Topics in Current Physics, Ed. P.W.
Hawkes (Springer, Berlin, 1980) pp. 223-255.

[22] H.H. Hopkins, Proc. Roy. Soc. A 208 {1951) 263; A 217
(1953) 408.

[23] R.H. Wade, Ultramicroscopy 3 (1978) 329,

[24] J. Frank, Optik 38 (1973) 519.

[25] P. Bonhomme, A. Boerschia and N. Bonnet, CR Acad.
Sci. (Paris) 277 (1973) B-83.

[26] J.P. Guigay, R.H. Wade and C. Delpla, in: Proe. 25th
Anniv. Meeting EMAG, Ed. W.C. Nixon (Institute of
Physics, London, 1971) p. 23K.

[27] K.J. Hanszen and L. Trepte, Optik 32 (1971) 519,

[28] R.H. Wade and J. Frank, Optik 49 (1977) 81.

[29] W.C.T. Dowell, Optik 20 (1963) 535.

[30] M.I.. Rudee and A. Howie, Phil. Mag. 25 (1972) 1001.

[31]1 S.C. McFarlane, J. Phys. C (Solid State Phys.) 8 (1975)
2819,

[32] S.C. McFarlanc and W. Cochran, I. Phys. C (Solid State
Phys.) 8 (1975) 1311.

[33] W. Krakow, D.G. Ast, W. Goldfarb and B.M. Scigel,
Phil. Mag. 33 (1976) 985.

[34] R.H. Wade, Phys. Status Solidi (a) 37 {1976) 247.

[35] R.H. Wade and K_H. Jenkins, Optik 50 (1978} 1.

[36] D.J. Smith, W.0, Saxton, M.A, O'Keefe, G.J. Wood and
W.M. Stobbs, Ultramicroscopy 11 {1983) 263.

[371 F. Zemlin, K. Weiss, P. Schiske, W. Kunath and K_.-11.
Herrmann, Ultramicroscopy 3 (1978) 49.

[38] F. Zemlin, Ultramicroscopy 4 (1979) 241.

[39] R. Henderson, I.M. Baldwin, K.H, Downing, J. Lepault
and F. Zemlin, Ultramicroscopy 19 (1986} 147.



156 R.H. Wade / A brief inok at imaging and contrast iransfer

{40} P. Bonhomnie and A. Boerschia, J. Phys. D (Appl. Phys.)
16 (1983) 705.

[41] E. Zeitler, in: Advances in Electronics and FElectron
Physics, Vol. 25, Ed. L. Marton (Academic Press, Lon-
don, 1968) p. 227.

[42] H.-J. Butt, D.N. Wung, P.K. Hansma and W. Kithlbrandt,
Ultramicroscopy 36 (1991) 3117

[43] W.1. Bragg and G.L. Rogers, Nature 167 (1951} 190.

{44] R.H. Wade, Optik 44 (1974) 447,

[43] €. Toyoshima and P.N.T. Unwin, J. Cell Biol. 111 (1990}
2623,

[46] P.N.T. Unwin and R. Henderson, J. Mol. Biol. 44 (1975)
425,



